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CURRENT RESEARCH IN PARALLEL FflCROPROCESSINGSYSTEMS
AT LOS AMOS

C. Dwayne Ethridge
Los Alamos National Laboratory

Computing and Cormnunications Division
P.O. BOX 1663 tfS-B255

Los Alamos, New Ilexico 87545
(505) 667-3310

Abstrac~

The Computing and Communications Divi-
sion at the Los Alamos National
Laboratory has designed and is build-
ing a parallel microprocessor system
(PuPS) LO serve as a research tool for
evaluating parallel processing of
large-scale scientific codes, PuPS is
an experimental architecture consist-
ing of an orthogonal array of 20 pro-
cessing elements try 32 memory ele-
ments, establishing a tightly coupled,
shared-memory (]6-Mbyte) machine. The
hardware incorporates VLSI components,
such as lb-bit microprocessors ,
floating-point co-pro~essors, and
dynamic random access memories, The
design repl~ces conventional MS1/SSl
circuitry wi th programmable array
logic, logic sequencers, and logic
arrays , This experimental system,
which is only 1 el..vncnt of thr paral-
lel processin~ research being done by
the Lnhoratory’s Computing am-l Commun-
ications Division, will enable direct
comparisons of speedups of algorithms
for a vari~ty of multiprocessor archi-
tectures.

Introduction. .. .. .. . . . . . . . .

The objective of the parallel process-
ing re~earch tit thr LrJs A1anror+
)la’.ional Laboratory is to as~ess the
potential of parallel procusqing to
provide increases in speed [or lar~e-
srale computation:; in areas Nurh a~
hydrodynamics) tlonte Carlo techniqur~,
rrnrtor Kafrty stud ir~i, iilld 1)11(’l(ilr

waste di!ipOSMJm Sp(whq) in paral]ul
pro[rssin~ (111(* raLlo of a comliul;lti[~u

(Oxecution time using 1 processor to
the computation time using p number of
processors) is related to the code
parallelism and to the number of prc)-
cessors. There are no processor-rich
systems (1S or more processors) at
this time, although computer manufac-
tures may be able to offer such sys-
tems by 1990; furthermore, there a re
no processor-rich systems in the U.S.
with floating-point arithmetic, large
memory, and Fortran programmability.
Therefore, as part of the parallel
processing research at Los Alamos, we
are constructing a r] experimental
parallrl microprocessing system t u
serve as a research tool for evaluat-
ing parallel processing of large codes
on various multiprocessing archi tec
tures.

PuPS is an experimental compu t r r
desigrl consisting of an orthogonal
array of 20 processing elements hy 32
memory elements estiitllishing a tightly
coupled, shared-memory (16-Nl)ytc)
machinr. ‘HI(1 sysLem will havr recullfi -
gurable pro(’ess(~r-to-lllt’nlor}’ iirl(l

processor-to-prorrssur intrrcolln~’c-
tions to enable di.ret comparisons of
Sprw?dupx of algorithms for a \’ljrii*ty
of parallel architectures. I’hr rrroll-
figurable design allows arrhitc(:tur~’s
wilh multiple processor~ shtiring conl-
mon memo ry and with networks of pro-
cessors with only local memury, Surh
ati ring~, tree~, and stars.

Thp hnrriwarr drsi~n incorporates VLSI
uumpurrenls, ~uch as 16-bit micrnpro-
ceHHors, floatiug-point co-proct=+~sors,
dyrltimic random ucrrMH memorirs (DRAM),



and ?eplaces conventional tfSI/SSI cir-
cuitry with programmable array logic
(PAL), programmable logic sequencers
(PLS) , and programmable logic arrays
(PLA) . Use of these arrays greatly
reduces the different types of logic
devices in the system, which in turn
reduces engineering effort related to
parts procurement as well as in main-
taining parts for computer support and
maintenance after the computer is in
op~ration.

Tine design goals for the experimental
parallel microprocessor include the
following requirements: processor-rich
(more than 8 processors), large
memory, commercially available com-
ponents, floating-point hardwale, For-
tran compilation, and nominal software
development. This experimental paral-
lel microprocessor system is 1 element
of the parallei processing research
within the Computing and Communica-
tions Division at the Los Alamos
National Laboratory.

PuPS Architecture.—— —.___ ..__

PuPS is a tightly coupled, shar~(l-
memory, multiple-instruction
multiple-data (MIMD) machine that sup-
ports reconfiguration between proces-
sor and memory nodes to permit experi-
mentation with common memory architec-

tures and with various processor net-
work structur~s, ~uch as rings, trees,
and stars. The proper combinations of
processors aqd memories call be
selected based on the parallel pto”
c:essing ohjcctivesc The syster con-
sists of numerous proceksor and memory
nodrs that are directly interconnected
using multiple processor-to-memory
bu~cs and multiported global memory
nodes. The multiple-hus/multiported
memo ry design functionally implernentri
a full crossbar swi~ch betweun the
prncessor and memory nodes.

This multip~e-bu~ architecture’ allows
processor--to- processor Cotllrnufiicdtlolls

to occur concurrently with processor
ex~cution f’rom eith~r local memory or
g] oha 1 mrmory. I@ronfiguraticn
trrtween prot’essnr and global m~mory

nodes is accomplished through a
memory mapping facility within each
processor node. Reconfiguration will
be limited to initialization time
only; however, ●xperience with the
hardware and software could lead to
dynamic reconfiguration if applicable.

The system architecture includes the
PE , which is the general processing
element or execution processor, and
the GM, which is the global memory
element. Each processing element (PE)
has local memory (Lll) that consists of
both progransnable-read-only memory
(PROM) and random access memory (RAN).
A control processor (PC) loads the
execution code into the global
memories and initiates execution
through the system control bus. sys-
tems with a large common memo~y can be
configured with the processing ele-
meuts and gl(_Jllill memuries,

Syste,ms with only local memory can be
configured with the general processing
elements, global memories, and data
transfer processors. A data transfer
processor cnnsists of a read processor
(RP) , which USPS 1 bus to read from
memory and to sture in a first-
in/first-out {FIFO) memory, and a
write processor (UP), which uses 1 bus
to read the FIFO and to write to
memory.

This architertu:-e is enahleci by the
orthogonal packabing scheme. The pro-
cessing element cards plug horizon-
tally into the processor section of
the bacl.plane. The global memory ele-
ment cards piug verlirally inlo the
left and ripht global memory sortions
(low- and high-memory addresses) of
the backplane. The left and right
6ections provide ronliguous logical
addressing. However, the lefl and
right sections are electrically ifiu-
Iatcd, limiting each backplane section
to 16 global memory cards and 1 bus
termillhtion card. Therefore, the
i,ark;llan~, seclions provide 2] micro-

computer bus?~: 1 control processor
bu~ un(i 20 processing el,+ment buses,
The control processor bus is Multihua.



Each processing ●lement bus (backplane;
bus) consists of 32 lines. Twenty-
four lines provide 24 address signals,
16 of which are ❑ultiplexed
address/data signals. Seven lines
provide bus control and ❑emery ● rror
identification. The remaining line is
a reserved line, possibly for a diag-
nostic bus.

~rocessing Element Implementation

Selection of the floating-point
hardware for the processing element
was required early in the design
cycle, The design goal of using com-
❑erci&lly available components led to
the selection of the only available
floating-point co-processors at that
time: the Intel iAPX 86/20, which con-
sists of the Intel 8087 and 8086 co-
processor. The Intel 8087 is th+
high-performance, numeric data co-
processor for the processing element
or execution processor. This co-
processor provides the floating-point
hardware required to create a process-
ing element with significant scien-
tific computational capabilities. The
Intel 8086 16-bit HMOS Microprocessor
allows the processing element to
directly address a Mbyte of global
memo ry. Memory mapping elements

74LS61OS .’,>d in the design exter,d
addressing io 16 Mbytes.

Three types of processor nodes are
included within the system: the system
control processor, the processing ele-
ments, and the data transfer proces-
sors, The system control processor
performs system initialization (down-
loading of global memory, configura-
tion control, etc), initiation of
parallel processing applications code,
performance measurements, and memory
● rror processing. This processor AISO

incorporates the interprocessor
interruption facility. In addition,
because the multiprocessor is ntrictly
an ●xecution environment, the system
control processor provides consnunira-
tion with an ●xternal local area net-
work that includes devrluprnent works-

tations, Each processing element
includes the Intel. 8036/8087 co-

processo:rs, 8 to 32 Kbytes of local
dedicated PROtl and 4 to 16 Xbytes of
RAM, real-time interrupt facility, and
❑emo ry ❑apping logic that allows
sixty-one 16-Kbyte segments to be per-
manently and/or dynamically allocated
within t!~e system global memory. Each
data trsnsfer processor is a high-
speed controller specifically designed
for implementing processor-to-
processor consnunications by performing
data movement between global memo~y
segments. Two Intel 3089 mm
Input/Output Processors are used to
implement each data transfer proces-
sor.

Global Memory Element Implementation

The system global memory consists of
multiple memory nodes, each having a
256- to 512-Kbyte RAH array (Plicrobar
DBR50-256) accessible from the system
contrcl processor, and a multiported
memory controller. The port for the
system control processor su~ports
downloading and memory error reporting
functions. The multiported memo r j
controller includes interface logic
for 20 ports , memory arbitration logic
that implements a last-granted/ lowest
priority algorithm, and a high-speed
memory dccess controller. Memory ma~-
ping logic within each processor node
allows each memo ry node to be allo-
cated as either private or public
memory for each processor nod~.

All 32 global memory cards are idenLi-
cai in construction. The upper 5
address bits (minus the most signifi-
cant bit used by the left/right bus
controllers) are compared with the 4-
bi~ backplane geographical addr(’ss to
grant memory access on the specific
card.

Tllr processor-memory interconnection
is accomplished witk memory mapping
lo~ic at each processor node, a mul-

tiported memo ry cor,troller at each
global memury node, and a multiplr bus
int~rcunnrction backplane that allows
an orthogonal arrangement of prorpssur
and 810bul memory bonrds. The packag-
ing scheme uses minimal bus lengths il]



providing complete physical intercon-
nection between the processor and glo-
bal memo ry nodes. The processor-
❑ emo ry interconnection provides a
fully reconfigurable processor-to-
rr.emory connection, resolves access
arbitration when multiple processors
are simultaneously accessing a conunon
global memory node, and supports
mutua 1 exclusion to shared memory.
Control of shared memory is accom-
plished through an extension of the
lock mechanism available with the
Intel 8086/8087/8089 co-processors. ,

Back~lane Bus Control. --.- -..—.— —— .— —.

A memory cycle (global memory) using

the system backplane is controlled by

5 hardware controllers. An Intel 8288
Bus Controller provides the micropro-
cessor bus control. A left or a right
backplane bus controller located on
the execution processor provides the
bus co[trol signals. A port interface
controller (1 for each bus, 20 per
global memory card) provides the con-
trol signals (PO through P19) and ini-
tiates a request to the lasL-
granted/lowest priority bus arbitra-
tion controller. This controller
issues a grant to only 1 of the 20
port interface controllers. The final
controller, the high-speed bus con-
troller, multiplexes the addrrss and
daLa bus connection to the Microbar
Memory board, The principal hardware

components of these controllers are

Monolith+’ rkmories proRrammalJle array
logic dvvll’es (}’A1,16LH) and progranun-
able logic sequcurers (PAL16R8].

PuPS Hardware afn~ Software Develqment. . .. .. . . ------- . .. . ------- _

‘Ishe following equipment is involved in
the development of PuPS. The micro-
computer development system MDS is an
Inlel Series 3 M!IS-800 with in-
circuit-emu]ation capability ICE-86A
for the iAPX i36/20 t-o-procesfiors. The
MDS sy’mtcm includes a L)ata 1/0 SysLem

19 Univer~al Programmer for the IOCUI
memory PIWMS an(l for thr l~rogrammahle
logir devirvs, tlrmory stora~t’ for the

Uyfitem is JJro’mi.lpd by a 40-MbytP hard

(!~sk. Sylitom files and source file

entry and/or backup are provided by a
single, double-density floppy disk
drive.

A local area network links the paral-
lel microprocessor, the FlilS, the
backup storage (VAX 780) and the
software workstation. The software
workstation will be used to convert
existing Fortran production code to
parallelized, compiled, linked, and
located code for the execution proce~-
sor. The operating system for the
software workstation and possibly the
control processor will be Intel’s iRMX
86 Operating System, which provides ,~
multiterminal and multiuser in~erface
capability.

General ~tem Constrllction— ..—

The PuPS enclosure is approximately 1
meter deep, 2 meters high, and 3
meters wide. The MD:) includes a 40-
tlbyte hard disk unit. The processor
card cage section p’:ovides the housing
for 27 processor c~.rds with individual
circuit breakers. ‘<even card S1OLS
are reserved for the control processor
leaving 20 card slots for the process-
ing elements.

Two 2L)0-ampere power supplies pro~~ide
5 Volti to 1 global memory section.
One 200”i~lll}l(?l”~ powrr supply pruvid~’s 5
volts L(I L},e processor section. vol-
tage (and r~turn] is applied to e:lrll
card at th~- fron~ edge so that no su]~-
ply vnlta~e is in thp t~ackl]lane wir-
ing. Each cd rd voltage is also
switched by its own circuit breaker.

Summarizing Remarks

“l’he Parallel Microprocessor System is
an experimental runpul[’r arullil, ~tuI.(1
design consisting of an orthogonal

array of 20 processing elemrnts by 32
memory element~ establishing a Lightly
coup] ed shared-memory (16-Mbyt.e)
machine, The pr~ncipnl ob.jeclive is
to develop an experimental parallel
microprocessor system to serv~ as a
r~~earch tOOl for ev:lluatillg Iii)rilllFl

pr{lcessing of produ~-tioll codes 01)
various multiprocessor architecturrsl



.

The hardware design incorporates WI4’
components, such 4S 16-bit Micropro-
cessors, floating-point co-processors,
dynamic random access memories, and
replaces conventional tlSI/SSI circui-
try with progranmnable array logic,
progransnable logic sequencers, and
progrananable logic arrays. This
experimental parallel microprocessor
systera is 1 element of the parallel
processing research within the Comput-
ing and Communications Division at the
Los Alamos National Laboratory.
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